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A selection method, the Group Merit Selection (GMS), and an algorithm for this method has been developed and applied to materials used in operative breeding. A traditional selection method, called Restricted Selection (RS), was used for reference. The GMS method selected the best group of trees rather than individual trees. Both relatedness and genetic gain were considered in the selection criterion, which was called Group Merit (GM). GM was defined as the average breeding value for the selected group after a reduction adjustment due to relatedness. Relatedness considered in the selection for a breeding population was defined as Group-Coancestry, and in the selection for a seed orchard it was defined as Group Cross-Coancestry (which is similar to predicted inbreeding in the seed orchard crops). The RS method selected the best individuals based on the individual breeding value, while relatedness was controlled by restricting the maximum contribution per parent (restricted number).
Results from the studies indicate that GMS was superior to RS at any level of relatedness. When selecting 20 individual trees for a breeding population, GMS yielded up to 18% more genetic gain than RS, depending on selection strategy. Likewise, when selecting 20 clones for a seed orchard GMS yielded up to 10% more genetic gain than RS. The advantage of GMS was not only seen in the genetic gain, but also in the management of relatedness structure by selection, especially in the advanced breeding population where the pedigree was more complex. 

Correlation between survival and tree height, as well as other genetic parameters of Scots pine in Northern Sweden were also examined. The study evaluated different ways of using the field-test material in the new estimation method, ASREML, which is based on REML technique. This technique is widely used in animal breeding, but not much in tree breeding, especially in estimating the correlation between survival and height. The reason could be that the data sets of field-tests for forest trees are usually large, unbalanced, and contain a lot of missing values. Moreover, survival is not a trait with a normal distribution. 

In the studied material, heritability of survival was low, varying between 0.02 and 0.05. Heritability of tree height varied between 0.06 and 0.21, depending on age and combination of input traits. Whenever a survival trait was included in the analyses, the heritability of height was significantly decreased. 

The age-age correlation for survival and height separately were high, i.e. around 0.8. The genetic correlations between survival and height were positive, varying between 0.03 and 0.65. The positive and high correlations between survival and height are promising for breeding. 
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Introduction

Domestication with more or less intentional associated genetic breeding has been applied to animal and agriculture crops for thousands of years in order to fulfil human requirements. Breeding becomes increasingly intensive due to additional needs and improved breeding techniques. During the last decades even forest trees have became interesting from a breeding point of view. Most forest tree breeding-programs in the world started during the last 50 years (Zobel & Talbert 1984, Danell 1995a, Pöykkö 1993).  For pine species the genetic gain varies between 10% and 45% per breeding cycle (Zobel & Talbert 1984, Talbert et al. 1985, Danell 1990, Annual report 1998). 

A tree breeding-program is generally based on recurrent breeding cycles in the following steps: 

1. Select plus trees from natural stands to provide the founder generation.

2. Generate material for progeny tests by combining the selected parents.

3. Plant the test material in the field.

4. Evaluate the test material.

5. Select for establishment of a new breeding population. This step is equivalent to the first step in the ensuing breeding cycle. 

Sometimes, new plus trees can be added to the breeding population in order to renew the gene pool and to increase the gain (Borralho & Dutkowski 1996).  

The improved material from each cycle is used to establish a seed orchard that can provide seedlings for the production population. Clones for seed orchards are commonly selected directly from progeny test material (Varghese et al. 2000, Zobel & Talbert 1984). 

The number of trees entered into the founder population may vary depending on breeding strategy, species, and available resources (Burdon et al. 1977, Cotterill 1984, Cotterill et al. 1988). Lindgren et al. (1997b) suggested a calculation method to find the optimum number of founders considering effective population size, family type, heritability, number of selections, available resources, and cost per additional family in the initial population. The main breeding population is usually divided into several sub-lines (Burdon & Namkoong 1983, Namkoong et al. 1988, Lowe & van Buijtenen 1986, Ruotsalainen & Lindgren 2000) to secure sustainable genetic gain and genetic diversity. With many sub-lines it is easier to meet changes of climatic conditions or future breeding goals. The size of the breeding population is generally around 200 (Zobel & Talbert 1984, Burdon et al. 1977, McKeand & Bridgwater 1998, Kotterill 1984). In Sweden, the breeding population of Scots pine is about 1000 trees, divided into 24 sub-populations (Danell 1995a). 

The test material for genetic evaluation can be either full-sib or half-sib progeny. Full-sib progenies give more complete information for estimation of genetic parameters, but are also more costly and time-consuming to obtain than half-sib test progenies. A controlled crossing system is needed to provide full-sibs, while half-sibs are obtained by poly-cross or open pollination (van Buijtenen & Namkoong 1983, Zobel et al. 1972). When controlled crossing is applied, a mating design has to be decided. Common mating designs are   diallell (complete-, half-, partial-, or disconnected-diallell), and factorial (Kempthorne & Curnow 1961, van Buijtenen & Namkoong 1983, Kang 1991, Burdon & van Buijtenen 1990). In order to bring out the genetic effect the field designs are constructed, before planting the test material, to eliminate environmental factors as much as possible. The field designs vary due to available land and breeding strategy. Prevalent designs are square plot, row plot, and single-tree plot (Zobel & Talbert 1984). 

Selection can be based on phenotypic values (phenotypic selection), or genotypic values (genotypic selection) (Bourdon 1997, Andersson et al. 1998, Falconer & Mackay 1996). Genotypic selection may be forward or backward depending on if the predicted breeding values used are from tested individuals or from their parents (Eriksson & Ekberg 1997, Ruotsalainen & Lindgren 1998). The additive genotypic values (breeding values) are well known to give more precise information but also to require more analysing work (Falconer & Mackay 1996, Lynch & Walsh 1998). To estimate breeding values the genetic parameters need to be known, and they can be estimated in many ways, depending on the available data set (Lynch & Walsh 1998, Schaeffer 1993). The most common technique to estimate breeding values for forest trees is BLUP (best linear unbiased prediction) (Lynch & Walsh 1998, Schaeffer 1993). 

The optimum age for selection can be predicted from information on the age-age correlation. It has been argued that evaluation for height should be made at one third of the tree life cycle to give a reliable ranking of parents (Eriksson & Ekberg 1997). In practical breeding the selection age for Scots pine is around 8–15 years (Danell 1995a) and for loblolly pine around 6–8 years (Lambeth et al. 1983, McKeand 1988, Balocchi et al. 1994). 

Depending on the breeding goal, the selection criterion can be based on one trait or an index of several traits. Common breeding goals in forest trees are growth, quality of wood, disease resistance, and adaptation (Zobel & Talbert 1984). If several traits have to be considered for selection, correlations between traits have to be estimated (Zobel & Talbert 1984, Xie & Ying 1996, Karlsson & Danell 1988). There are many ways to estimate genetic correlation. Jansson (1998) and Kennedy (1981) reviewed some methods to estimate correlation, including estimating variance and covariance components. If the data sets are balanced, i.e. each trait has an equal number of observations, then variance and covariance can be estimated by ANOVA (analysis of variance), a method that does not require sophisticated software or high computer capacity. The problem is that data sets from forest tree field tests usually are unbalanced. A typical example is the survival characteristic in a harsh climate area. Many trees existent at the first measurement may have died at a later measurement and records of other traits will thus be missing, complicating the estimation of correlations between survival and other traits over time. An appropriate method for this purpose is desirable. There are, however, different opinions on the best method to estimate the correlation between survival and a production trait (e.g. height). A simple way to estimate correlations for these traits is to utilise variances based on family means, usually for phenotypic records (Nilsson & Andersson 1987, Nilsson et al. 1991). The method is disadvantageous since it does not provide accurate statistical information (Lynch & Walsh 1998). Another estimation method is to apply the individual records directly in REML (restricted estimates maximum likelihood) (Lynch & Walsh 1998). The REML technique is frequently used in animal breeding and is considered especially useful for forest tree breeding. 

In selection the relatedness will increase in subsequent generations, implying increased inbreeding coefficients, and often involving negative consequences like inbreeding depression and decreasing genetic variation in the future forest. For a sustainable genetic gain, it is therefore important to consider in selections, not only breeding value, but also relatedness.  

At the beginning of a breeding program, relatedness can be easily controlled by restricting the maximum number of contributions per parent or family. This selection method, referred to Restricted Selection (RS), has been considered as the traditional method and has frequently been used to a varying extent in almost any breeding program. As the breeding cycle advances, the individuals of the breeding population are not only more related, they are also related in varying degree because of occurring generation overlapping. One question, when using RS, is how to define the reasonable contribution number in order to arrive at the optimum balance between genetic gain and genetic diversity. The problems in applying Restricted Selection will increase with increasing complexity of the pedigree. An alternative selection method is thus to be desired. Brisbane & Gibson (1995), Wray & Goddard (1994), and Meuwissen (1997) proposed selection methods optimising the balance between genetic gain and inbreeding in the selected group. These methods were aimed for animal breeding, in which inbreeding is a relevant issue. For selection for a tree breeding population, Lindgren & Mullin (1997) suggested a selection method, Group Merit Selection (GMS), optimising the balance between genetic gain and group-coancestry. Group-coancestry was defined as the average coancestry among individuals of the selected group, self-coancestry and reciprocals included. Group-coancestry is equal to the inversed status number divided by two, where status number represents the number of unrelated and non-inbred individuals in a group (Lindgren et al. 1997a). By using simulated data, Lindgren & Mullin (1997), Zheng et al. (1997), and Rosvall & Andersson (1999) demonstrated the superiority of this selection method when compared to the traditional selection method. There has been no application of GMS in operative forest breeding until now.

Objectives  

· To examine if Group Merit Selection is practically applicable in real operative breeding materials with large data sets and complex pedigree structures.

· To examine the benefits of Group Merit Selection compared to the traditional selection method, Restricted Selection, when selecting for a breeding-population from field test material of the first generation, and from material consisting of several overlapping generations.

· To examine if Group Merit Selection can be modified so as to apply to selection for a seed orchard, and if the result of this selection is superior to the traditional selection method.

· To examine the genetic parameters of survival and height by applying ASREML, perhaps would be a new analysis method, on field-test materials of Scots pine from a harsh climate area, which are unbalanced and contain a lot of missing values.

· To understand the results obtained by ASREML when different combinations of traits were used as input data. To compare these results to the ones obtained with the traditional method in order to find the best analysis technique for field test material.

Materials

Materials for studies I and IV are from the progeny test of Scots pine (Pinus sylvestris L.) in the Swedish breeding program. The progenies were from 52 plus trees grafted in a Swedish seed orchard
. The parents were mated in a 
partial diallell, approximately according to Kempthorne & Curnow (1961), where 202 crosses (of the intended 212 ) were successful. The progeny test plantation
 was established in 1971 at latitude 64º18' N, longitude 19º34' E, and 300 meters elevation in Northern Sweden. With about 40 sibs per family, 8160 seedlings were planted randomly as "single-tree plots" with two-meter square spacing. 

Measurements were made in the autumn after completed growing seasons at four different ages: 6, 11, 15, and 27 respectively. Some results from the measurements are given in Tab. 1.

Table 1. Overall survival and average height of living trees at four different ages. 

	Tree age at measurement
	6
	11
	15
	27

	Survival (%)
	81 
	73
	66
	64

	Mean of tree height (dm)
	5.0
	16.1
	28.8
	70.3


Materials for studies II and III are from progeny tests of loblolly pine, established by the Tree Improvement Program coordinated by North Carolina State University for the Atlantic Coastal Region. A total of 1023 and 2500 tested individuals were used to estimate breeding values of height in study II and III respectively. A detailed description of materials and how breeding values and genetic parameters were estimated was given by Li et al. 1997 and Li et al. 1998. 

Methods

Estimating genetic parameters and breeding values

Different genetic models were used for estimating breeding values. The model 

P = A + D + E 






(1) 

was used in studies I, II, and III, and model  
P = A + E







(2)
was used in study IV.

In these models, A is the additive genetic value (breeding value, BV), D is the genetic dominance deviation, and E is the residual deviation (where environmental effects dominate). Epistatic, maternal, reciprocal, and all other effects were assumed to be zero or negligible and included in E. In the latter model, the dominant effect was assumed to be included in E.

In all studies, the breeding values were estimated by using the BLUP (best linear unbiased prediction) technique (Kennedy 1981). The restricted maximum likelihood (REML) option was used because the data were not balanced. The software employed to estimate genetic parameters was the SAS procedure mix (SAS/STAT 1990) for studies I, II, and III, while ASREML (Gilmour et al. 1999) was used for study IV. 

The progeny's breeding values of height were used as input data in studies I, II, and III. In studies I and IV the breeding values were given in dm. In studies II and III breeding values were given as percent superiority compared to unimproved check-lots, in which the average breeding value was 0. Beside tree height records, tree condition was used as input data in study IV where condition, which describes a degree of hardiness, was divided into four classes: ‘dead’, ‘weak’, ‘affected’ (by some damage etc.), and ‘healthy’.

Group merit selection 

Group Merit Selection (GMS) is the selection method that considers both breeding value and gene diversity in one single selection criterion. The principle of Group Merit Selection is to select, from available candidates, the group with the highest Group Merit (GM) (Lindgren & Mullin 1997). Group Merit is the genetic gain (average breeding value) of the selected group after an adjusting reduction for "genetic loss" due to relatedness among the selected candidates. The genetic loss is the penalty constant multiplied by the coefficient of relatedness. The penalty constant is in turn defined as the reduction, in term breeding value, per unit group relatedness. Depending on the purpose of the selection, different kinds of relatedness are considered. In selection for a breeding-population the relatedness is considered as the average group-coancestry, here called Group-Coancestry. Group-Coancestry is the average of all coancestries of the group members, including self-coancestries and reciprocals. In selection for a seed orchard, the relatedness is considered as the average group cross-coancestry, here called Group Cross-Coancestry. Group Cross-Coancestry is the average of all coancestries of individuals and reciprocals, excepting self-coancestry. Cross-coancestry can be regarded as the expected inbreeding coefficient of offspring after random mating in the concerned population (seed orchard) in the absence of selfing.  

The formula for Group Merit of a breeding population is  

GMbreed = 
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(3)

where 
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 is the average breeding value, c is the penalty constant for one unit of Group-Coancestry, and 
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 is Group-Coancestry. 
The formula for Group Merit of a seed orchard is 

GMorchard = 
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where 
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 is the average breeding value, c is the penalty constant for one unit of Group Cross-Coancestry, and 
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 is Group Cross-Coancestry. 

The magnitude of the penalty constant may differ depending on how much the relatedness affects the genetic gain. A major factor that affects the penalty constant is the inbreeding depression. Inbreeding depression in height is, for pines, around 4-6% per 0.1 unit increase in inbreeding coefficient (Annual report 1998, Williams & Savolainen 1996, Rudolph 1981, Sorensen & Miles 1982, Lundkvist et al. 1987). Some other factors that may affect the penalty constant are: species, age, age-age correlation, selection trait, unexpected epidemics, insecure future climate, pollen contamination, and the ethic weight for relatedness (which is based on public opinion). In this thesis, the reasonable penalty constant in selection for a seed orchard was assumed to be equal to the inbreeding depression (40% of unimproved material), and in selection for a breeding population it was assumed to be equal to approximately 1.5 times the inbreeding depression. 

For a specific penalty constant, maximum Group Merit could be determined by an exhaustive search of all possible sets of n individuals (n is also defined as census number in this thesis). However, in a tested population of size N there are (N!)/((N(n)!n!) combinations of n individuals. In a normal progeny test several thousand individuals may be involved, and even if only 20 individuals will be selected a very large number of possible permutations is generated. There is no known general procedure to find the best set or to validate a suggested best set without testing all combinations, which in most real situations is practically impossible. Instead, an algorithm for iterative search can be designed, with a high probability of finding the best or the almost best set. Similar techniques have been employed in stepwise regression procedures (Draper & Smith 1966), and were recently proposed for GMS (Lindgren & Mullin 1997, Zheng et al. 1997). In this thesis, the following modification was designed, based on the last two mentioned studies, for selecting n out of N individuals with the penalty constant (c) given: 

1. Define an initially empty (n = 0) set of trees, the selects, and a set of candidates for selection, initially including all N trees, called the remainder. 

2. Select individuals, one at a time, from the remainder and move it to the selects. When transferred to the selects it will maximise the selects’ GM. Repeat this step until n is equal to the required number.

3. Move one individual from the selects to the remainder. The selects now consist of n – 1 trees. Then take the best from (N – n) + 1 trees in the remainder to replace the selects individual removed. In most cases the removed individual will qualify to be restored, but it may occasionally be replaced
. Repeat this step until every n individual has been removed once (a replaced individual is, however, not considered repeatedly). A set with theoretically maximum GM has now been obtained. 

Restricted selection 

The Restricted Selection (RS) was applied to select a group of n individuals with the selection criterion based on values of the individuals. Using the definition of remainder and selects above, the individuals with highest breeding values were transferred from the remainder to the selects. The restriction was that each parent was only allowed to contribute a limited number (Restricted Number, RN) of individuals to the selects. The process stopped when the desired number of n was reached. The contributions per parent in the selects were often unequal.

Gene diversity and status number 

In this thesis the genetic diversity of a group of individuals was expressed by the status number, which corresponds to the number of unrelated and non-inbred individuals (Lindgren et al. 1997a). The status number was calculated from Group-Coancestry:
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where Group-Coancestry (
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) is the average coancestry of all individuals (including self-coancestry and reciprocal), 
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Another way to describe genetic diversity is the gene diversity (GD), which is defined as the probability that genes are not identical by descent in the gene pool (Andersson 1999). Gene diversity is expressed as
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Computing for selection

A computer program, Selection Tool, (Olsson & Lidström, 1999) was developed to perform an iterative search for a set of n individuals with maximum GM. Restricted selection can also be performed by Selection Tool. Furthermore, it is also a tool for calculating Group-Coancestry, Group Cross-Coancestry, and status number of a selected group.

Parameter estimation 

For the statistical analyses in study IV, the multi-trait mixed model y = Xb + Zu + e was used, where y is the observation vector, X is the matrix for fixed effects (b), Z is the matrix for random parent effects (u), and e is the residual effect vector. The Z matrix was constructed in accordance with the crossing scheme, disregarding parental gender. The random parent effects of 
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 for trait i, parent p) and the random residual effects of 
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 were assumed to have independent multivariate normal distributions with zero means and common variances/covariances. The used model is classified as a ‘parent model’ that is equivalent to the corresponding ‘individual tree model’, since all evaluated trees are from full-sib crosses between assumed unrelated parents. 

Estimates of parent covariance (
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) were computed using the restricted maximum likelihood (REML) technique (e.g. Searle et al. 1992) with the computer program ASREML (Gilmour et al. 1999) based on an average information algorithm. 

The additive genetic variance was estimated using 
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 is a phenotypic value of an individual tree with two (assumed unrelated) parents, reflected in the 
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 for additive genetic effect (Falconer & Mackay 1996). The correlation estimates were computed for each pair (i, j) of traits using a post-processing module of ASREML, which also provided estimates of heritabilities and parameter standard errors. Where appropriate, narrow-sense heritability estimates, 
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, were calculated as means of estimated heritabilities obtained from one-trait, two-trait, and five-trait analyses, respectively.

Main results

Selection 

As expected, the genetic gain, in term of average breeding value, decreases if a higher status number is wanted. For a fixed selection number (census number), the desired status number can be accomplished by changing the penalty constant in the GMS application and by restricted number in the RS application (I). If GMS is applied with a fixed penalty constant or RS with a fixed restricted number, the desired status number can be obtained by regulating the census number (II, III). However, the genetic gain obtained by GMS is never less than that obtained by RS at the same status number. The differences vary depending on material, breeding cycle, and pedigree structure. 

Figure 1. The average breeding value (dm) of selections of 20 obtained by GMS and RS. Penalty constants of 0 to 550 were applied to GMS (with intervals of 20 between 0 and 100 and intervals of 50 between 100 and 550), each symbol on the GMS curve represents one penalty constant value. Restricted number 0 to 13 were applied to RS, each symbol on the RS curve represents one restricted number. 
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Figure 1 shows the average breeding values in relation to status numbers of the selections of 20 for a breeding population using GMS and RS respectively. Group Merit Selection with the penalty constant varying between 0 and 550, and Restricted Selection with the restricted number between 1 and 13 were applied. The penalty constant had the same unit as the breeding value, in this case dm. The highest breeding value in the material was around 10 dm and the average height around 70 dm. A penalty constant of 60 was assumed to be a reasonable for selection in this material. The current penalty constant means that the gain will be reduced by 60 dm when coancestery is equal to one. For the selection of 20, a status number around 10 was assumed to be reasonable for the second selection cycle, based on the study of Rosvall et al. (1998). At the status number 11, GMS gave 4.1% more gain than RS. To obtain this status number a penalty constant of 60 was used for GMS, and restricted number 3 was used for RS. The result indicates that GMS is an efficient method increasing the gain by 4% at the same gene diversity and at the same cost and breeding effort as in RS. In the real breeding situation the restricted number 2 is usually applied (Cotterill 1984, Danell 1995b). In that case, the GMS with penalty constant 60 implied 18.7% more gain than RS with restricted number 2. For the cost of reducing gain by using RS, because it is more restricting, the status number was raised to 14.0 (3 units increase).  
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Figure 2. The average breeding value (%) in relation to status number of selections for a seed orchard, obtained by Group Merit Selection (() with penalty constant 40 (GMS c40) and Restricted Selection (() with restricted number 1 (RS RN1).  Figures on the curves represent census numbers varying from 2 to 20 for RS and from 2 to 27 for GMS.

In studies II and III, different census numbers corresponding to different status numbers, were used as an input parameter for selection. 

Study II examined genetic gain and gene diversity in selecting clones for a seed orchard. Figure 2 illustrates the difference between the two selection methods considering genetic gain in relation to status number. The GMS with penalty constant 40 (40% of unimproved check-lot) and RS with restricted number 1 (RN1) were used. To obtain the status number 20 with GMS with penalty constant 40, 27 clones had to be selected. Correspondingly, only 20 clones were needed when RS with RN1 was applied. The census number was equal to status number when RS with RN1 was applied, because the material in the study was from the first generation with unrelated and non-inbred parents. Results from this study also indicate that the genetic gains obtained by GMS were higher compare with those obtained by RS. At status numbers between 4 and 14, the average breeding values obtained by GMS with penalty constant 40 were about 6-10% higher than those obtained by RS with restricted number 1.

Study III examined genetic gain and gene diversity in selecting a breeding population for a third cycle using a material consisting of three overlapping generations. The results indicate that, at status number 20, GMS with penalty constant 60 gave 6.5% and about 18% more gain than RS with restricted number 2 and 1 respectively. 

Genetic parameters 

In study IV, genetic parameters concerning height (H) and survival (which was defined as condition (C)) were estimated by ASREML using the REML technique, where different trait-combinations were applied. Table 2 shows the estimates of additive genetic correlations and estimates of heritabilities obtained by single-trait and multi-trait analyses, respectively.

The heritabilities of survival were low, varying between 0.02 and 0.05. Heritabilities of tree height varied between 0.06 and 0.21 depending on age and input trait combination. As soon as a condition trait was included in the multi-trait analysis, the heritability of tree height decreased significantly (cf. the two rightmost columns in Table 2). 

The estimated genetic correlations between condition and height were all positive and varied between 0.03 and 0.65 (Table 2). Standard errors of the genetic correlations were quite high, varying between 0.007 and 0.19 (not shown in the table). 

The age-age genetic correlations between ages 6, 11, 15, and 27 were high, i.e. around 0.8, for both condition and height.

Table 2. Estimates of genetic correlations from two-trait analyses for all C by C combinations, and from five-trait analyses for all other combinations. Estimates of heritabilities (h2) from five-trait and single-trait analyses, respectively. 

	
	Genetic correlation  
	
	h2 
single-trait
	h2 
five-
trait

	Trait
	C6
	C11
	C15
	   C27
	H6
	H11
	H15
	H27
	
	
	

	C6
	
	0.94
	0.80
	0.77
	0.24
	0.38
	0.36
	0.12
	
	0.023
	0.023

	C11
	
	
	0.93
	0.91
	0.03
	0.44
	0.48
	0.32
	
	0.032
	0.031

	C15
	
	
	
	1.00
	0.27
	0.39
	0.65
	0.54
	
	0.044
	0.043

	C27
	
	
	
	
	0.30
	0.39
	0.51
	0.41
	
	0.046
	0.046

	H6
	
	
	
	
	
	0.90
	0.77
	0.52
	
	0.094
	0.087

	H11
	
	
	
	
	
	
	0.95
	0.77
	
	0.077
	0.060

	H15
	
	
	
	
	
	
	
	0.88
	
	0.123
	0.088

	H27
	
	
	
	
	
	
	
	
	
	0.217
	0.130


Discussion and recommendations

Balancing genetic gain and genetic diversity in GMS

The goal of breeding is to obtain high gain without exhausting genetic diversity. With GMS the optimum balance between gain and gene diversity (status number) can be accomplished by a gradual modification of the census number or the penalty constant. But what are a reasonable census number, status number, and penalty constant? The following discussion will deal with these matters.

Census number and status number

For a breeding population

The population size for the breeding population has to be decided when designing a breeding program. The recommendations for a reasonable population size are about 200 (Zobel & Talbert 1984, Burdon et al. 1977, McKeand & Bridgwater 1998). As the generations advance, status number decreases in order to maintain the population size. It decreases rapidly in the first three breeding cycles to subsequently slow down. The status number usually is approximately halved in the second breeding cycle, and drops to one-third in the third breeding cycle (Lindgren et al. 1996, Lindgren et al. 1997a, Rosvall et al. 1998, McKeand & Bridgwater 1998, Kerr et al. 1998). Rosvall et al. (1998) calculated the status number of a certain population size after 10 generations by with-in family selection. The selection method was similar to RS in this study. With a base population size of 24, status number dropped to 16, 12, and 9.6 for the first, second, and third generation, respectively. 

The materials used in the studies in this thesis were only parts of the total material of a real breeding population. According to the study of Rosvall et al. (1998) an assumption of census number 20 can be considered reasonable for the present materials. Corresponding to this census number, status numbers around 10 and 7 were considered reasonable for the second and third breeding cycle, respectively.

For a seed orchard

In selection for a seed orchard, the recommended number of clones is between 20 and 40 (Zobel & Talbert 1984, Varghese et al. 2000). Lindgren (1974) discussed some aspects on the suitable number of clones in a seed orchard. 

The status number in a seed orchard is usually lower than the census number, especially when the breeding cycle becomes more advanced. Lindgren & Mullin (1998) suggested how to estimate the status number in a seed orchard. Based on that, Gömöry et al. (2000) examined the status numbers of three Scots pine seed orchards. The result showed that the relative status numbers (i.e. status number divided by census number (Lindgren et al. 1996)) ranged from 48 to 72%. Similarly, Kang & Lindgren (1998) found that the relative status numbers for three seed orchards of East Asia pine ranged from 22 to 91%. The case study (II) in this thesis was typical for the selection for a seed orchard in an operative breeding program. Based on the above-mentioned studies, status numbers around 14 and 20 were considered reasonable for a selection of 20 and 27 clones, respectively. 

However, in selection for a seed orchard the choice of both census number and status number can be more flexible compared to the selection for a breeding population. The reason is that the progeny of the seed orchard clones is frequently the result of open pollination, the seedlings that come from a seed orchard will thus not have much influence on the future gene pool. Pine pollen are light and can be transferred a long distance by wind (Lindgren et al. 1995). In this thesis the pollen contamination was assumed to be zero, but in reality it is always pollen contamination and it cause increasing the gene diversity in seed orchard seeds. Therefore, the considered status number for selection can be lower than what would theoretically be considered reasonable. For future work pollen contamination should preferably be included in the selection criterion, for example in the penalty constant.

Another assumption was that each clone contributed exactly the same number of ramets. To optimise the gain, the better clones should be managed to contribute more ramets than the others. It is feasible to modify the Selection Tool for selecting ramets instead of clones, when using GMS in selection for a seed orchard. 

Penalty constant

Deciding the relevant penalty constant is an important issue when applying GMS. The unit of the penalty constant does not affect the selection algorithm. For mathematical correctness and because it is used for weighting breeding value and gene diversity, the penalty constant must have the same dimension as breeding value. In this thesis two different units were applied. In study I the breeding values were given in dm, while in studies II and III they were given as a percent superiority compared to unimproved check-lots (the average BV of unimproved check-lots was defined to be 0). 

The material of study I had a maximum breeding value of 10.4 and an average height of 70.6 dm. The assumed inbreeding depression of height was 40%, which would equal 28.24 dm. In that way, a penalty constant of 60 (dm) would correspond to more than double the inbreeding depression. In studies II and III, a penalty constant of 60 (60% of unimproved material) was equal to 1.5 times as the inbreeding depression. From these results (I, II, and III) one may construct a rule of thumb: a penalty constant equal to the inbreeding depression is considered suitable in selection for a seed orchard, and a penalty constant equal to 1.5 times the inbreeding depression is suitable in selection for a breeding population. 

The absolute magnitude of the penalty constant could naturally be discussed interminably, but the penalty constant should generally be based on the inbreeding depression, since it is the most important reason for reducing gain. If the penalty constant for relatedness is higher than the value for unimproved material, then breeding is useless. The breeding population is, by the way, not allowed to be totally related, since there will be no genetic variation for selection in order to increase the gain. Again, the exact magnitude of the penalty constant cannot be decided in general, it varies from time to time for each species and breeding cycle. In spite of that, when deciding on the weight of gene diversity in selections, it is easier to refer to inbreeding depression than to just rely on "feeling". 

By gradually changing the penalty constant when applying GMS, different gain levels corresponding to different levels of gene diversity will be obtained. Based on that, breeders can easily find the eligible balance between gain and gene diversity at a specific census or status number.  

The benefit of GMS from other points of view 

The benefit of GMS was based on the input breeding values, which in this thesis were measured at one third of the tree life cycle. Since the variance of height increases with age (Svensson et al. 1999) the benefit of GMS might be higher at a mature age. 

The main interest of operative forestry is the volume of the tree. It is well known that volume is a function of height and square diameter. Tree height and tree diameter are strongly positively correlated and so the benefit of GMS will be larger from the volume point of view (Buford & Burkhart 1987, Talbert et al. 1985). 

By using simulated data, Rosvall & Andersson (1999) pointed out that the benefit of GMS is larger at low heritability and increases over generations. In the advanced breeding cycle, GMS is not only advantageous when genetic gain is considered, but also for the management of relatedness, especially when the breeding population consists of overlapping generations.

Limitations on the use of GMS

GMS is based on an iterative search algorithm and will thus need a special computer program. There is no purchasable software for GMS at present and it is quite complicated for breeders to make the program. For this thesis, two versions of the Selection Tool have been developed, the latter one being quite user-friendly. There are, however, still a few small bugs that need to be fixed before it can be used rationally in breeding work. 

The GMS algorithm may be time-consuming and will require extensive computer capacity when the data set is very large. One way to handle this problem is by making a truncated selection in order to reduce the number of candidates in the data set, before running the program. The truncated selection can be made with a slight RS, applying a high restricted number, or breeding values can be used for truncation (individuals with low breeding values are removed).

Should GMS be used in operative breeding?

The GMS proved to be better than the RS in all three ”case” studies which is in accordance with the simulated studies by Rosvall & Andersson (1999), Lindgren & Mullin (1997), and Zheng et al. (1997). Since GMS theoretically cannot be inferior to RS, its application should be seriously considered. In some cases, however, when the predicted advantages are small, its application may not be justified. For example, in a balanced breeding program based on a within-family selection, there is no advantage in using GMS since it will select the same individuals as RS (Rosvall et al. 1999). 

Correlation between survival and height

The overall positive estimates of genetic correlation between tree condition and height indicate that selection for one of them is unlikely to imply a severe conflict between the two breeding goals of better survival and improved individual tree production. 

The large standard errors of condition-height genetic correlations are weaknesses of the study. The explanation may be found in the available data set with limited and discontinuous variation in condition traits. Gates et al. (1999) reported that selection and confounding in the data inflate the inherent negative bias of genetic correlation when multiple-trait REML estimation involves at least one categorical trait. 

The genetic correlations obtained by ASREML were compared with correlations calculated from the 202 family means of phenotypic tree heights and survival rates. These correlations were also positive but generally much lower, even though both methods showed the same trend, when correlations between condition and height were compared. Age-age correlations agreed better, in order of magnitude as well as ranking, but on a slightly lower level. This naturally brings out the question of which the “correct” method is. Answering that question was, however, not feasible within the thesis schedule.

The correlation between field survival and height is important but there are not many studies based on the individual level. More research in this area is thus needed before an accurate conclusion can be drawn. A good analysis technique and user-friendly software, providing the standard analysis tool, are needed for this purpose. 
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GMS

RS

Status number

Average breeding value (dm)

9.45036

4.30025

9.24074

7.23923

8.816085

8.257725

8.59437

8.76785

8.260945

9.13751

8.098235

9.31451

7.31312

9.369055

6.76063

9.402485

6.448585

9.42444

6.66119

9.438375

6.128325

9.44778

5.597925

9.45036

5.34664

9.45036

5.006705

4.35532



PMS

		c		0		2		5		10		15		20		25		30		35		40		45		50		60		70		80		90		100		125		150		175		200		250		300		350		400		450		500		550		600

		Average coancestry:		0.1025		0.0875		0.078125		0.070625		0.070625		0.064375		0.064375		0.05625		0.050625		0.050625		0.050625		0.04875		0.04625		0.043125		0.04125		0.04		0.039375		0.038125		0.03375		0.033125		0.03125		0.03		0.030625		0.02875		0.0275		0.026875		0.02625		0.025		0.025

		Population merit:		9.45036		9.263375		9.01186		8.638945		8.28582		7.95324		7.631365		7.3235		7.04421		6.791085		6.547295		6.295815		5.81937		5.38037		4.960945		4.53764		4.160735		3.192305		2.25062		1.420975		0.51063		-1.051415		-2.52631		-3.934175		-5.402075		-6.74711		-8.118295		-9.39468		-10.69975

		Average breeding value:		9.45036		9.438375		9.402485		9.345195		9.345195		9.24074		9.24074		9.011		8.816085		8.816085		8.82542		8.733315		8.59437		8.39912		8.260945		8.13764		8.098235		7.95793		7.31312		7.21785		6.76063		6.448585		6.66119		6.128325		5.597925		5.34664		5.006705		4.35532		4.30025

		Number of families:		7		8		10		11		11		11		11		13		14		14		14		15		16		17		18		18		19		19		20		20		20		19		19		20		20		20		20		20		20

		Number of parents:		9		10		11		12		12		12		12		15		17		17		17		17		18		21		21		22		22		23		27		28		30		32		31		34		36		37		38		40		40

		Status number:		4.878049		5.714286		6.4		7.079646		7.079646		7.76699		7.76699		8.888889		9.876543		9.876543		9.876543		10.25641		10.810811		11.594203		12.121212		12.5		12.698413		13.114754		14.814815		15.09434		16		16.666667		16.326531		17.391304		18.181818		18.604651		19.047619		20		20

																																																?

		Average breeding value:		9.45036		9.438375		9.402485		9.345195		9.345195		9.24074		9.24074		9.011		8.816085		8.816085		8.82542		8.733315		8.59437		8.39912		8.260945		8.13764		8.098235		7.95793		7.31312		7.21785		6.76063		6.448585		6.66119		6.128325		5.597925		5.34664		5.006705		4.35532		4.30025

		Status number:		4.878049		5.714286		6.4		7.079646		7.079646		7.76699		7.76699		8.888889		9.876543		9.876543		9.876543		10.25641		10.810811		11.594203		12.121212		12.5		12.698413		13.114754		14.814815		15.09434		16		16.666667		16.326531		17.391304		18.181818		18.604651		19.047619		20		20

		Status number:		4		5		6		7		8		10		14		20

		BV		9.45036		9.438375		9.402485		9.292968		9.011		8.663843		7.31312		4.327785

		c		0		2		5		10		15		20		25		30		35		40		45		50		60		70		80		90		100		125		150		175		200		250		300		350		400		450		500		550		600

		Status number:		4.878049		5.714286		6.4		7.079646		7.079646		7.76699		7.76699		8.888889		9.876543		9.876543		9.876543		10.25641		10.810811		11.594203		12.121212		12.5		12.698413		13.114754		14.814815		15.09434		16		16.666667		16.326531		17.391304		18.181818		18.604651		19.047619		20		20

																						c=140								c=135								c=132						c=133

																						ummary of selected population:								Summary of selected population:								Summary of selected population:						Summary of selected population:

																						Average coancestry:       0.033750								Average coancestry:       0.035000								Average coancestry:       0.036250						Average coancestry:       0.035000

																						Population merit:         2.588120								Population merit:         2.762955								Population merit:         2.869105						Population merit:         2.832955

																						Average breeding value:   7.313120								Average breeding value:   7.487955								Average breeding value:   7.654105						Average breeding value:   7.487955

																						Number of families:       20								Number of families:       20								Number of families:       20						Number of families:       20

																						Number of parents:        27								Number of parents:        26								Number of parents:        25						Number of parents:        26

																						Status number:            14.814815								Status number:            14.285714								Status number:            13.793103						Status number:            14.285714

																																						c=132.5

																																						Summary of selected population:

																																						Average coancestry:       0.036250

																																						Population merit:         2.869105

																																						Average breeding value:   7.654105

																																						Number of families:       20

																																						Number of parents:        25

																																						Status number:            13.793103
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Sida &P



RS

		RNo		1		2		3		4		5		6		7		8		9		10		11		12		13

		Average coancestry:		0.025		0.035625		0.045625		0.0575		0.068125		0.074375		0.075625		0.078125		0.083125		0.0875		0.09375		0.1025		0.1025

		Population merit:		4.30025		7.23923		8.257725		8.76785		9.13751		9.31451		9.369055		9.402485		9.42444		9.438375		9.44778		9.45036		9.45036

		Average breeding value:		4.30025		7.23923		8.257725		8.76785		9.13751		9.31451		9.369055		9.402485		9.42444		9.438375		9.44778		9.45036		9.45036

		Number of families:		20		18		14		12		11		9		10		10		9		8		8		7		7

		Number of parents:		40		23		17		13		11		10		11		11		10		10		10		9		9

		Status number:		20		14.035088		10.958904		8.695652		7.33945		6.722689		6.61157		6.4		6.015038		5.714286		5.333333		4.878049		4.878049

		PM, c=60						5.520225

		Status number:		20		14		10		8		7		6		5		4

		Average breeding value:		4.30025		7.23923		8.257725		8.76785		9.13751		9.377623		9.443078		9.45036

		Status number:

		c		0		100		200		300		400		500		600

		1		20		20		20		20		20		20		20

		2		14.035088		14.035088		14.035088		14.035088		14.035088		14.035088		14.035088

		3		10.958904		10.958904		10.958904		10.958904		10.958904		10.958904		10.958904

		4		8.695652		8.695652		8.695652		8.695652		8.695652		8.695652		8.695652



&A

Sida &P



PM

				c		0		50		100		150		200		250		300		350		400		450		500		550		600

				PMS		9.45036		6.295815		4.160735		2.25062		0.51063		-1.051415		-2.52631		-3.934175		-5.402075		-6.74711		-8.118295		-9.39468		-10.69975

		0.025		RS-1		4.30025		3.05025		1.80025		0.55025		-0.69975		-1.94975		-3.19975		-4.44975		-5.69975		-6.94975		-8.19975		-9.44975		-10.69975

		0.035625		RS-2		7.23923		5.45798		3.67673		1.89548		0.11423		-1.66702		-3.44827		-5.22952		-7.01077		-8.79202		-10.57327		-12.35452		-14.13577

		0.045625		RS-3		8.257725		5.976475		3.695225		1.413975		-0.867275		-3.148525		-5.429775		-7.711025		-9.992275		-12.273525		-14.554775		-16.836025		-19.117275

		0.0575		RS-4		8.76785		5.89285		3.01785		0.14285		-2.73215		-5.60715		-8.48215		-11.35715		-14.23215		-17.10715		-19.98215		-22.85715		-25.73215
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Ns

		c		0		50		100		150		200		250		300		350		400		450		500		550		600

		PMS		4.878049		10.25641		12.698413		14.814815		16		16.666667		16.326531		17.391304		18.181818		18.604651		19.047619		20		20

		RS-1		20		20		20		20		20		20		20		20		20		20		20		20		20

		RS-2		14.035088		14.035088		14.035088		14.035088		14.035088		14.035088		14.035088		14.035088		14.035088		14.035088		14.035088		14.035088		14.035088

		RS-3		10.958904		10.958904		10.958904		10.958904		10.958904		10.958904		10.958904		10.958904		10.958904		10.958904		10.958904		10.958904		10.958904

		RS-4		8.695652		8.695652		8.695652		8.695652		8.695652		8.695652		8.695652		8.695652		8.695652		8.695652		8.695652		8.695652		8.695652
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BV

		RNo		8		7		6		5		4		3		2		1

		Ns		4		5		6		7		8		10		14		20

		PMS		9.45036		9.438375		9.402485		9.292968		9.011		8.663843		7.31312		4.327785

		RS		9.45036		9.443078		9.377623		9.13751		8.76785		8.257725		7.23923		4.30025

		PMS-RS		0		-0.004703		0.024862		0.155458		0.24315		0.406118		0.07389		0.027535

		(PMS/RS-1)*100		0		-0.0498036763		0.2651204895		1.7013168795		2.7731998152		4.9180373529		1.0206886644		0.6403116098

														4.9180373529

		Ns		4		5		6		7		8		9		10		11		12		13		14		15		16		17		18		19		20

		PMS		9.45036		9.438375		9.402485		9.345195		9.011		8.816085		8.733315		8.39912		8.165606667		7.95793		7.31312		7.21785		6.62346833		6.128325		5.4722825		5.006705		4.35532

		RS		9.45036		9.443078		9.377623		9.13751		8.76785				8.257725								7.23923												4.30025

																								1.0206886644

				Ns		4		5		6		7		8		10		14		20

		RS		BV		9.45036		9.443078		9.377623		9.13751		8.76785		8.257725		7.23923		4.30025

				RNo		8		7		6		5		4		3		2		1

		PMS		BV		9.45036		9.438375		9.402485		9.292968		9.011		8.663843		7.31312		4.327785

				c		0		2		5		25		30		60		150		550

				c		0		50		100		150		200		250		300		350		400		450		500		550		600

		BV		PMS		9.45036		8.733315		8.098235		7.31312		6.76063		6.448585		6.66119		6.128325		5.597925		5.34664		5.006705		4.35532		4.30025

				RS-1		4.327785		4.327785		4.327785		4.327785		4.327785		4.327785		4.327785		4.327785		4.327785		4.327785		4.327785		4.327785		4.327785

				RS-2		7.31312		7.31312		7.31312		7.31312		7.31312		7.31312		7.31312		7.31312		7.31312		7.31312		7.31312		7.31312		7.31312

				RS-3		8.663843		8.663843		8.663843		8.663843		8.663843		8.663843		8.663843		8.663843		8.663843		8.663843		8.663843		8.663843		8.663843

				RS-4		9.011		9.011		9.011		9.011		9.011		9.011		9.011		9.011		9.011		9.011		9.011		9.011		9.011
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för Sumary

		2832		16		43		10.4351		best parents				PMS						RS

		4731		27		49		10.291		Parent		BV (dm)		Progeny		Parent 1		Parent 2		Progeny		Parent 1		Parent 2

		2733		16		39		10.0604		16		9.52		611		5		27		1178		8		31

		2817		16		43		9.8367		10		8.81		1178		8		31		1325		8		37

		1749		10		39		9.5796		49		7.95		1325		8		37		1326		8		37

		2810		16		43		9.564		27		7.83		1722		10		38		1731		10		38

		4747		27		50		9.4421		8		7.6		1731		10		38		1740		10		39

		4722		27		49		9.3971		43		7.1		1740		10		39		1749		10		39

		2819		16		43		9.3839		26		5.91		1749		10		39		2733		16		39

		4725		27		49		9.3598		22		5.74		2733		16		39		2817		16		43

		2818		16		43		9.3461		23		5.49		2817		16		43		2832		16		43

		1740		10		39		9.2774		39		5.35		2832		16		43		3669		21		43

		2890		16		45		9.2577		50		5.07		2890		16		45		3835		21		50

		2731		16		39		9.2152		21		5.05		3669		21		43		3880		22		45

		2814		16		43		9.1494		45		4.17		3793		21		49		3883		22		45

		1758		10		39		9.1341		183		3.8		3900		22		45		3900		22		45

		2741		16		39		9.1311		13		2.84		4039		22		51		4208		23		50

		4618		26		49		9.1105		113		2.33		4208		23		50		4599		26		48

		2833		16		43		9.0511		243		2.19		4618		26		49		4618		26		49

		2811		16		43		8.9849		38		2.08		4623		26		49		4722		27		49

		3793		21		49		8.9333		93		1.73		4731		27		49		4731		27		49

		2872		16		45		8.8944		51		1.67		4747		27		50		4747		27		50

		2820		16		43		8.8925

		2727		16		39		8.8739

		4623		26		49		8.863

		3669		21		43		8.8524

		2824		16		43		8.7515

		2827		16		43		8.7433

		4189		23		49		8.7103

		4625		26		49		8.7086

		2885		16		45		8.6601

		4730		27		49		8.6106

		3808		21		49		8.5657

		2743		16		39		8.5632

		1757		10		39		8.5466

		2829		16		43		8.5351

		2809		16		43		8.5235

		1731		10		38		8.5211

		2821		16		43		8.5

		4715		27		49		8.4892

		2816		16		43		8.4703

		2715		16		38		8.4605

		2831		16		43		8.4596

		2823		16		43		8.4509

		4608		26		49		8.4204

		4616		26		49		8.3661

		1722		10		38		8.356

		2724		16		39		8.3557

		1745		10		39		8.3317

		4748		27		50		8.2986

		Bästa ind		p1		p2



&A

Sida &P



Blad6

				för Summary

				Selection of 20 with 2 methods

		GMS		c		0		20		40		60		80		100		150		200		250		300		350		400		450		500		550

				Status number:		4.878049		7.76699		9.876543		10.810811		12.121212		12.698413		14.814815		16		16.666667		16.326531		17.391304		18.181818		18.604651		19.047619		20

				Average breeding value:		9.45036		9.24074		8.816085		8.59437		8.260945		8.098235		7.31312		6.76063		6.448585		6.66119		6.128325		5.597925		5.34664		5.006705		4.35532

				RNo		1		2		3		4		5		6		7		8		9		10		11		12		13

		RS		BV		4.30025		7.23923		8.257725		8.76785		9.13751		9.31451		9.369055		9.402485		9.42444		9.438375		9.44778		9.45036		9.45036

				Ns		20		14.035088		10.958904		8.695652		7.33945		6.722689		6.61157		6.4		6.015038		5.714286		5.333333		4.878049		4.878049

		Skillnaden mellan GMSc60 och RS2								18.7193941897

		GMS c60 RS3 Ns11								4.0767281545

																		Average BV GMS c133, NS 14.3						7.487955				4.583360385

																		Skillnaden mot RS2						3.4357935858

																		Average BV GMS c132, NS 13.79						7.654105

																		Skillnaden mot RS2						5.7309271842





Blad6

		



GMS

RS

Status number

Average breeding value (dm)



				RNo		1		2		3		4		5		6		7		8		9		10		11		12		13

		RS		BV		4.30025		7.23923		8.257725		8.76785		9.13751		9.31451		9.369055		9.402485		9.42444		9.438375		9.44778		9.45036		9.45036

				Ns		20		14.035088		10.958904		8.695652		7.33945		6.722689		6.61157		6.4		6.015038		5.714286		5.333333		4.878049		4.878049

				c										15				25				35		40		45		50				70		80		90		100		125				175		200		250		300		350		400		450		500				600

		PMS		BV										9.345195				9.24074				8.816085		8.816085		8.82542		8.733315				8.39912		8.260945		8.13764		8.098235		7.95793				7.21785		6.76063		6.448585		6.66119		6.128325		5.597925		5.34664		5.006705				4.30025

				Ns										7.079646				7.76699				9.876543		9.876543		9.876543		10.25641				11.594203		12.121212		12.5		12.698413		13.114754				15.09434		16		16.666667		16.326531		17.391304		18.181818		18.604651		19.047619				20

				c		550		150		60		30		20		10				5				2				0

		PMS		BV		4.35532		7.31312		8.59437		9.011		9.24074		9.345195				9.402485				9.438375				9.45036

				Ns		20		14.814815		10.810811		8.888889		7.76699		7.079646				6.4				5.714286				4.878049

				RNo		1		2		3		4		5		6		7		8		9		10		11		12		13

		RS		BV		4.30025		7.23923		8.257725		8.76785		9.13751		9.31451		9.369055		9.402485		9.42444		9.438375		9.44778		9.45036		9.45036

				Ns		20		14.035088		10.958904		8.695652		7.33945		6.722689		6.61157		6.4		6.015038		5.714286		5.333333		4.878049		4.878049

										0.336645																												medel höjd		RN		Ns(RS)		BV(RS)		BV(PMS)		RS-PMS		(RS-PMS)/RS		RS/Medelhöjd		PMS/medelhöjd

										0.0407672815																Breeding      Parent   Population												70.6		1		20		4.3		4.32		0.017		0.38%

																										n  individual     value      1    2        merit														2		14.04		7.24		7.62		0.376		5.20%		0.1025495751		0.1079320113

																										=================================================														3		10.96		8.26		8.57		0.314		3.80%		0.1169971671		0.121388102

																										1     2832       10.435     16   43        2.818														4		8.7		8.77		9.08		0.307		3.51%

																										2     4189        8.710     23   49        2.822

																										3     1749        9.580     10   39        2.822

																										4     4208        7.425     23   50        2.822

																										5     3900        7.052     22   45        2.822

																										6     1178        6.644      8   31        2.822

																										7     4599        5.609     26   48        2.822

																										8       15        5.195      1   24        2.822

																										9     3793        8.933     21   49        2.822

																										10     1731        8.521     10   38        2.822

																										11     3293        3.928     18   47        2.822

																										12     1930        6.774     11   39        2.824

																										13     4771        7.065     27   51        2.824

																										14     1325        6.581      8   37        2.824

																										15     2794        7.083     16   41        2.833

																										16       81        3.562      2   25        2.833

																										17     4747        9.442     27   50        2.833

																										18     2890        9.258     16   45        2.833

																										19     4618        9.111     26   49        2.833

																										20     3669        8.852     21   43        2.833

																										----------------------------------------------------

																										Summary of selected population:

																										Average coancestry:       0.035000

																										Population merit:         2.832955

																										Average breeding value:   7.487955

																										Number of families:       20

																										Number of parents:        26

																										Status number:            14.285714
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MBD00023B3E.unknown



MBD00023A4F.unknown




